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Abstract

Visual inspection of space-borne assets is of increasing interest to spacecraft operators looking to plan maintenance,
characterise damage, and extend the life of high-value satellites in orbit. The environment of Low Earth Orbit (LEO)
presents unique challenges when planning inspection operations that maximise visibility, information, and data quality.
Specular reflection of sunrays from spacecraft bodies, self-shadowing, and dynamic lighting in LEO significantly impact
the quality of data captured throughout an orbit. This is exacerbated by the relative motion between spacecraft, which
typically introduces variable imaging distances and attitudes during inspection. Planning inspection trajectories via
simulation is a common approach. However, the ability to design and optimise an inspection trajectory specifically
for the resulting quality of imaging data in proximity operations remains largely unexplored. In this work, we present
OLITE, an end-to-end differentiable simulation pipeline for on-orbit inspection operations. We leverage state-of-the-art
differentiable rendering tools and a custom orbit propagator to enable end-to-end optimisation of orbital parameters
based on visual measurements. OLITE enables us to optimise for non-obvious trajectories, vastly improving the quality
and usefulness of attained data. To our knowledge, our differentiable inspection-planning pipeline is the first of its kind
and provides new insights into modern computational approaches to spacecraft mission planning.

1. Introduction Low Specular Cost

As the number and value of assets in space rapidly
increases, there is a growing need for reliable and effi-
cient visual inspection capabilities in orbit. Spacecraft
operators can use inspection data to assess damage, plan
maintenance, and extend the operational lifespan of high
value satellites. However, conducting visual inspections
in Low Earth Orbit (LEO) presents a unique set of chal-
lenges. The dynamic lighting conditions caused by spec-
ular reflections, self-shadowing, and the rapid orbital mo-
tion of spacecraft can significantly degrade image quality
and limit the visibility of key features [[l]]. Moreover, the
relative motion between inspection and target spacecraft
introduces variability in imaging distance and orientation,
further complicating data acquisition.

Optimised
Initial

; Target Satellite
High Specular Cost

Historically, on-orbit inspection and servicing of
spacecraft in LEO has been performed manually to return  Fig. 1. JLITE is an end-to-end differentiable simulator for

high-value assets to service [2, 3], and to extend mission on-orbit inspection which produces non-obvious trajec-
life and capability [4—7]. Autonomous on-orbit inspec- tories based on visual costs. We optimise orbital param-
tion, however, is a more recent capability. Demonstrator eters for passive inspection trajectories that yield supe-
missions for proximity operations like Orbital Express [8], rior quality images of a target satellite by minimising
pI'CCiSiOIl formation-ﬂying missions like PROBA-3 [9], Specular reflections seen by the sensor.

and emerging servicing missions like Northrup Grum-
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man’s Mission Extension Vehicle (MEV) [10], have
demonstrated key capabilities relied upon to achieve on-
orbit servicing. Planning informative inspections which
attain high-fidelity visual data to inform these servicing
operations remains a challenge.

Inspection and rendezvous missions in high Earth or-
bits such as Geostationary Orbit (GEO) [l 1]] benefit from
sustained illumination and often slow relative dynamics,
allowing for predictable imaging of target spacecraft. In
contrast, inspection in LEO has varying imaging geome-
tries owing to stronger orbital perturbations, highly dy-
namic lighting environments, and rapid relative motion
vastly complicating the inspection of satellites. Tech-
niques for long-range imaging of satellites in LEO [|12]
are more resilient to such complicating factors, but they
are unable to characterise damage and component level
failure in the resolution needed to plan servicing opera-
tions. To enable related operations like docking and state
estimation of satellites, alternate imaging modalities like
event cameras [|13, [14] have been proposed to handle imag-
ing in changing lighting conditions with High Dynamic
Range (HDR). However, such methods require substantial
processing to provide the visual information to perform
change detection, damage characterisation, and 3D recon-
struction for repair and servicing operations compared to
traditional imaging.

While simulation-based trajectory planning is com-
mon practice for on-orbit inspection, current methods
overlook the impact of lighting conditions on the qual-
ity of imaging data. To address this gap, we intro-
duce OLITE—a novel, end-to-end differentiable simula-
tion pipeline specifically designed for visual on-orbit in-
spection planning. By integrating state-of-the-art differ-
entiable rendering techniques with a differentiable orbit
propagator, OLITE enables the optimisation of inspection
trajectories based on visual measurements, allowing the
user to refine orbital paths to improve relative lighting con-
ditions, and ultimately the fidelity of collected data. To our
knowledge, OLITE represents the first fully differentiable
framework for planning visual inspection trajectories in
space.

Our main contributions are as follows:

* We propose OLITE, a fully differentiable simulator,
combining a custom, fully-differentiable implemen-
tation of the SGP4 orbital propagator [[1§] with a
photometrically accurate differentiable renderer built
with the Mitsuba 3 rendering engine [|16];

* We demonstrate end-to-end optimisation of inspec-
tion orbits to minimise visual costs associated with
blinding specular reflections using gradient-based
optimisation; and
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* We show that our optimised orbits improve other
proxy metrics for close range satellite operations
such as the number of visual features detected over
the trajectory.

We envisage that OLITE will enable simpler trajectory
planning with favourable trajectories in on-orbit inspec-
tion missions. More broadly, we anticipate our pipeline
will underpin the development of future planning ap-
proaches that are appearance-aware and consider com-
plex visual appearance including specularity [|17], shad-
owing [[1§], and self-occlusion. Such approaches consider
the quality of visual information captured, which is critical
under the time, resource, and cost constraints of satellite
missions compared to traditional visibility [[19, 20] and
coverage-based planning methods [21], 22].

2. Background

OLITE combines orbital simulation with a high-
fidelity visual simulation of satellite observations. Ex-
isting pipelines for simulation-based inspection planning
typically focus only on simulating sensor data [23], dataset
generation for pose estimation and navigation [24], or ex-
isting mission trajectories without optimisation [25, 26].
While tools such as SISPO [25] do include complex visual
effects such as optical distortion and rendering of custom
point spread functions, they do not allow direct computa-
tional design of orbits. To enable direct optimisation of
orbital parameters, we develop JLITE with fully differ-
entiable photorealistic rendering and orbital propagation.
We compare the capabilities of prior works with OLITE in
Table E]

In the following subsections, we provide a brief
overview of relevant background on Non-Earth Imaging

Table 1. Comparison of visual simulation frameworks for
on-orbit inspection missions. OJLITE is an end-to-
end differentiable, photometrically accurate simulator
which can produce photorealistic renderings of observa-
tions from an inspection satellite. Green indicates full
capabilities, yellow indicates partial capability, and red
indicates no capability.

Name
ALL-STAR [R26]
SPIN [24]
SISPO [25]
HySim [23]
OLITE (Ours)
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(NEI), orbital trajectory planning, differentiable program-
ming, and differentiable scene rendering, which form the
core elements of OLITE.

2.1 Non-Earth Imaging

Recent advances in NEI have allowed for high quality
classification and characterisation of space objects using
visual imagery. Private organisations such as Maxar Tech-
nologies and HEO [27] have demonstrated these capabili-
ties commercially using fly-by NEI, whereby satellites are
tasked with capturing high resolution images of target ob-
jects. This data allows for visual identification of objects
from a distance, including satellites, discarded rocket bod-
ies, and other unknown objects in LEO [[12].

Most recently, Astroscale’s ADRAS-J mission [2§]
has demonstrated sustained, high-resolution inspection of
non-cooperative debris in close proximity. By taking im-
ages of a H-IIA upper stage rocket body, they provided
insight into features of the target craft such as its attitude
dynamics, and ultraviolet degradation of its thermal insu-
lation, thereby informing future missions to capture and
de-orbit the debris. However, owing to the dynamic illu-
mination and relative motion in orbit, the quality of cap-
tured imagery varies significantly during an orbit, creating
blinding reflections and HDR conditions which are diffi-
cult to extract useful insight from (Fig. E).

In this work, we consider similar close proximity in-
spection missions. However, we focus on optimising or-
bital trajectories to maximise the quality of all images cap-
tured during an inspection, thereby avoiding events such
as that shown in Fig. P

Fig. 2. Images of an H-IIA upper stage rocket body cap-
tured by Astroscale’s ADRAS-J mission [28]. The mis-
sion was able to capture high-quality images of the
rocket body over much of its inspection orbit (left).
However, lens flares due to specular reflections make
some images uninformative (right).
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2.2 Orbital Trajectory Planning

Orbital trajectory optimisation is widely used when
planning interplanetary trajectories [29-31], navigating
through complex gravitational zones with many interact-
ing perturbations [32], for manoeuvres transferring be-
tween orbits [33], and for managing swarms of inspection
spacecraft [34]. This technique includes a rich literature
of trajectory optimisation for terrestrial applications, such
as in robotics [35-37]. In the context of astrodynamics,
the trajectory of a spacecraft is numerically optimised by
computing the thrust forces and/or attitude for a given ob-
jective function to be maximised.

For inspection tasks, one must design orbital trajec-
tories that maintain an appropriate distance to and view
of the target satellite. A typical strategy when designing
close-proximity inspection orbits for a given target satel-
lite is to make use of the periodic relative motion that nat-
urally occurs between two spacecraft in similar orbits. For
example, if the target is in a circular orbit, and the orbit
of the inspection spacecraft is identical except for a small
change in eccentricity, then the relative motion of the in-
spector with respect to the target is elliptical (i.e., a foot-
ball orbit [38]). This allows the inspector to view the target
from a range of different angles simply by leveraging the
passive orbital dynamics of the two bodies.

Common inspection orbits [38] are chosen to max-
imise coverage of the target—or a specific site of interest
on the target—in the relative frame, ensuring that suffi-
cient image data can be captured over multiple passes. If,
however, one wishes to impose more sophisticated design
criteria on the inspection orbit, then more sophisticated
orbital trajectory optimisation is required.

2.3 Differentiable Programming

One approach to performing trajectory optimisation is
to leverage modern advances in differentiable program-
ming [39]. Differentiable programming languages [40]
and libraries [41] allow users to write code that is automat-
ically differentiable—that is, gradients of functions and
other operations can be automatically and efficiently com-
puted without the user having to explicitly define them.
Writing algorithms in a differential programming package
enables usecases in optimising inputs, outputs, or algo-
rithm parameters for computational design, model learn-
ing, uncertainty propagation, sensitivity analysis, and
much more. This simple and flexible framework makes
it easy for users to optimise arbitrary objective functions
with first-order optimisation schemes (e.g., gradient de-
scent), and has led to its widespread use in optimisa-
tion [37, #2] and machine learning [43, 44]. More re-
cently, differentiable physics engines [45-47] and render-
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ers [48, 49] have emerged, allowing for gradient propaga-
tion through complex physical environments.

2.4 Differentiable Rendering for Downstream Tasks
Differentiable rendering engines are able to render
a 3D scene and calculate gradients and Jacobian-vector
products of the output with respect to scene parameters.
This allows (for example) one to optimise for parame-
ters in the scene such as camera or object poses, textures,
surface normals, and more using gradient based optimi-
sation. Ray-based differentiable rendering pipelines like
Mitsuba 3 [[16] enable complex lighting effects like in-
terreflection, occlusion, self-shadowing, and scattering to
be represented which are physically based [50] compared
to rasterisation-based methods [51]. HDR environments
with reflective scene elements, like those those found in
space [|13, 52], produce complex visual appearances most
accurately represented with physically-based ray tracing.
Increasingly in robotics, creating data for training
agents with methods such as reinforcement learning [¢#3]
requires not only physically accurate dynamics [53] but
also visually accurate scenes [A6, 54] which minimise the
domain gap between simulation and deployment in down-
stream tasks. In particular, differentiable photorealistic
representations of a robot’s environment enabled by new
scene representations [55] have enabled downstream tasks
from pose optimisation, odometry and trajectory plan-
ning [56, 57]. We take a similar approach in this work.

3. Method

We create a simulation environment combining dif-
ferentiable rendering with a differentiable orbit propaga-
tor, allowing for high fidelity ray-traced renderings with
photorealistic appearance based on accurate models of or-
bital dynamics. Combining both of these components, our
OLITE pipeline can perform non-trivial optimisation of or-
bital elements from costs associated with visual observa-
tions.

3.1 Trajectory Optimisation Approach

We pose the visual inspection planning problem in a
trajectory optimisation framework. We assume the target
spacecraft is cooperative, its orbital parameters are known,
and that it has an accurate 3D model available for use dur-
ing planning. We directly optimise a set of orbital parame-
ters for the chaser, o., as decision variables to minimise a
cost on a visual imaging model of the spacecraft. We im-
plement trajectory optimisation by combining SGP4, an
orbit propagator, with a differentiable renderer.

As the imaging process is continuous, to make it
tractable, we discretise the trajectory by sampling evenly-
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spaced points over a time period. We consider N evenly
spread snapshots over a time period ¢t € [0, T'.

The final trajectory optimisation problem to find ideal
orbital parameters can be written as

N
n;in Z AsLs(Z(ti)) + XaLa(re(ts),re(t))
¢ =0

s.t. Z(t;) = Render(r.(;), re(t;), t;)

re(t) = SGP4(t;, 0.)

r+(t) = SGP4(t;, o)

t; =1 N
where o. is the set of chaser orbital elements to opti-
mise over, SGP4(+) is our orbit propagator (Section B.2),
Render(-) is our renderer (Section B.3), and Lg and L,
are our specular intensity and distance regulariser cost
functions respectively (Section @) T is a period of time
we want to optimise over, and Ag and \; are weights that
trade off between the two cost terms.

We perform gradient-based optimisation using the
Adam optimiser with a learning rate of 4 x 10~ to optimise
the cost. We optimise for 200 iterations and empirically
find it generally converges in less than 150 iterations with
our choice of cost functions and optimisation parameters.
For our experiments, we choose o. = {i., M., e.} which
are the inclination, mean anomaly, and the eccentricity
respectively. However, any physical parameters that are
used as input for orbit propagation can be optimised if de-
sired for a given task.

We initialise the inspection craft in an identical orbit
to the target satellite except for a small shift in the initial
mean anomaly to put it in a periodic circular relative or-
bit to the target as each target is already in an approxi-
mately circular orbit. We initialise the mean anomaly of
the chaser, M., in terms of the target mean anomaly, M,

as
d

Mc = Mt - T

Qg
where d is the desired radius of the relative circular mo-
tion, and a; is the semi-major axis. Note that OLITE is
compatible with any initial inspection orbit—we simply
chose a circular orbit for illustrative purposes. A review
of common types of inspection orbit designs can be found
in [B8].

3.2 Differentiable Orbit Propagation

Numerical algorithms for orbit propagation pose a
problem for computational design of orbits as derivatives
of objective functions with respect to design variables are
not easily expressed. This hampers the use of traditional
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Fig. 3. An overview of the OLITE pipeline. Given a TLE for the chaser satellite and a simulation epoch, we compute
a time-varying sun vector 1, and satellite position at time ¢. The scene parameters are updated to produce rendered
inspection imagery. From these observations we formulate a visual cost £, capturing the specularity in the scene to
backpropagate gradients through the pipeline (dotted lines).

gradient-based algorithms, and has resulted in the use of
black-box metaheuristic algorithms in astrodynamics such
as genetic algorithms for computational design [58].

Using differentiable programming, along similar lines
as [59], we implement sgpax—an implementation of the
SGP4 orbit propagator [60] which is a general perturba-
tion based propagator that works directly with Two Line
Elements (TLEs). We implement sgpax with the JAX
[A1] differential programming package, giving us the abil-
ity to take arbitrary analytical derivatives between vari-
ables through auto differentiation in the forward and re-
verse mode. Our code is based on the implementation
in [[15, 61] and follows the programming interface of the
open source python-sgp4 package [62]. sgpax is there-
fore a drop-in replacement for standard SGP4 propagators,
allowing for effortless integration with other differentiable
pipelines.

Our SGP4 implementation is easily parallelised and
can be run on Graphics Processing Units (GPUs) or ten-
sor processing units. This facilitates the use of large-scale
Monte Carlo simulations, probabilistic inference, and ap-
plications in machine learning. Compared to [59], the
JAX backend provides a drop-in NumPy interface, better
support for forward-mode automatic differentiation, and
native auto-parallelisation support for Monte Carlo simu-
lations, which are common in space mission planning.

3.3 Photometrically Accurate Orbital Simulation

Given the dynamic range and intensity of illumina-
tion in LEO, photometrically accurate renderings are of
key relevance when developing inspection missions [[13,
52)]. Taking advantage of the spectral rendering capabil-
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ities of Mitsuba 3 [|16], we introduce a directional light
source with spectral irradiance consistent with captured
data [63]. The scene scale is in meters, providing radio-
metric intensity at the sensor in units of Watts per meter
per steradian. While we focus this work on visual inspec-
tion, adjustments to the sensor spectral sensitivity would
allow JLITE to simulate inspections from sensors with dif-
ferent responses including infrared, multispectral, or hy-
perspectral cameras [23].

OLITE models dynamic lighting directions at each in-
spection point. The sun direction vector 1is defined as
the negative unit vector towards the subsolar point, the
point on the Earth with normal vector to the sun at the
current orbital position and rotation of the Earth. This is
computed using the solar azimuth [64], based on the Equa-
tion of Time [63] to compute this point in Earth-Centred-
Earth-Fixed coordinates. As these relations are defined by
trigonometric polynomials and related to the Julian Day
of the simulation, it is possible to pass gradients through
the lighting vector, enabling non-obvious optimisation of
orbital phasing.

A photorealistic model of the Earth was constructed
with a custom Bi-directional Scattering Distribution Func-
tion (BSDF). Textures for the BSDF were taken from the
NASA Blue Marble: The Next Generation [66] dataset
and constructed to produce a similar Earthshine intensity,
for accurate reflections of the background on the surface
of the spacecraft. To match the visual complexity of the
background, both the presence of clouds and atmospheric
scattering are simulated at realistic altitudes.
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Fig. 4. Simulated observation from our photometrically
accurate simulation. Including photorealistic Earth
models alongside representative visual models of a
satellite, OLITE produces high fidelity visual simula-
tions of satellites in orbit.

Images are rendered using a path replay backpropaga-
tion integrator suitable for handling volumetric scattering
from the atmosphere [67] and allowing derivatives to pass
from cost maps in the image space back through poses of
the camera and target satellite for optimisation. As the
captured images are in radiometric units, we use a simpli-
fied sensor model to simulate them. This is required to be
calibrated for a particular sensor, so for simplicity in our
pipeline this is approximated using standard radiance-to-
image plane transformations [68] and indicative electron
conversions to form digital numbers at the sensor. This
component of our pipeline can be heavily customised to
test custom image signal processing approaches and HDR
imaging methods. An example image from our pipeline is
shown in Figure {.

3.4 Optimising for Imaging Conditions

To demonstrate the capability of OLITE, we show an
example of how it may be used to improve imaging con-
ditions in the context of bright specular reflections which
are common in orbit. We emphasise that OLITE is not lim-
ited to this application, as it gives the user the flexibility
to specify sophisticated cost functions for diverse appli-
cations, so long as they can be expressed in terms of the
outputs (e.g., images, physics parameters, etc.) with dif-
ferentiable programming.

Minimising Specularity: Intense specular reflections
pose one of the greatest challenges to the quality of data
gained during an inspection. These regularly cause satura-
tion of the sensor, blooming artifacts, and lens flares which
can obscure key elements of interest such as textural and
geometric changes. To benchmark OLITE, we formulate
a similar cost function to our prior work [] based on a
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Phong reflection model [@] to minimise specular reflec-
tions over an inspection period.

Given the modelled surface normals of the target satel-
lite in the world frame n, and the sun illumination vector
i, we compute the reflection vector w, as,

G =2(1-A)A -1 (1]

We consider animage Z = {p; ;, M; j, ; ; } thatis output
from our renderer, where p, ; represents each pixel, M;
is a binary mask for our specific target object, and n; ;
is the normal vector for the surface that the pixel captures.
We project out ray vectors for that pixel v(p; ;), and define
a cost function for the specular intensity average over the
pixels,

B > M jmax (0, &, - v(pij))°
2y Mg 7

where « controls the width of the reflection lobe for the
Phong reflection model. We select an « of 2 in our
pipeline to minimise direct reflections without penalising
overall illumination across the satellite body.

Maintaining Imaging Distance: To ensure optimised
relative orbits stay within a suitable imaging distance, we
regularise our solution by introducing a distance-based
cost. Assuming the initial orbit has a relative distance d de-
termined acceptable for imaging conditions, we introduce
a simple Lo-loss for each pose,

La(re,re) = (|lre = rel[* = d)*. 3]

Ls(I) 2]

We suggest that—depending on desired imaging quality
requirements—similar cost functions could be evaluated
directly from depth maps from the renderer while remain-
ing differentiable, which would enable better performance
for more complex geometries.

4. Results and Discussion
4.1 Simulating Inspection Missions

We evaluated OLITE by optimising inspection orbits
for fictitious spacecraft monitoring each of the following
three real-world satellites: Sentinel-6; CloudSat; and the
Hubble Space Telescope. We first validated our custom
(differentiable) implementation of the SGP4 propagator
by comparing it to existing (non-differentiable) implemen-
tations of the algorithm from [62]. Figure E clearly demon-
strates that our implementation closely matches that of
[@] over 48 hours of simulation time, with the slight in-
crease in error over time attributed to the accumulation of
floating-point inaccuracies.

4.2 Trajectory Optimisation and Evaluation

As mentioned in Section @ we optimise the chaser
orbit for 200 iterations with an Adam optimiser. We run all
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Fig. 5. Comparison of our differentiable SGP4 propaga-
tor with existing software [62], using the Hubble Space
Telescope as an example. We achieve similar results,
with the benefit of our implementation being fully dif-
ferentiable via JAX [41]. Similar numerical results were
observed for CloudSat and Sentinel-6 (not shown).

experiments on a PC with an Intel i9-14900KF, an Nvidia
RTX 4090 GPU, and 64GB of memory.

Figure E shows the progression of the cost terms over
the optimisation process. The curve shows rapid decrease
in the total cost with convergence achieved at approxi-
mately 100 iterations. We notice that the optimisation
trades off deviating from the ideal imaging distance to
lower specular costs. This trade off can be tuned by re-
weighting Ag and \;. Note also the rapid oscillations in
the beginning of the optimisation process which eventu-
ally die down. These are indicative of poor conditioning
of the cost landscape (e.g., due to deep and long but narrow
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Fig. 6. Total cost, specular cost (Lg), and distance cost
(L) of the orbital parameters over optimisation iter-
ations for the Hubble Inspection. Our optimisation
reaches a local minimum yielding substantially reduced
specular cost throughout an orbit.
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Fig. 7. The orbit of the chaser satellite relative to the tar-
get satellite (black dot) in the Hubble inspection exper-
iment. The black circle represents the initialised orbit
and red curve represents the optimised orbit. The sec-
tion of the orbit which the parameters were optimised
for (¢ € [0,T]) are solid, while the rest of the orbit is
dashed.

valleys). Visual orbital inspection is particularly prone to
this effect, as we may have diverse types of sophisticated
cost functions in different units which our decision vari-
ables may affect at different scales. For example, a small
change in eccentricity or inclination can put the chaser
many kilometres away from the target. For this reason, we
recommend either manual gradient preconditioning, scal-
ing variables, or first order optimisers which involve some
type of adaptive gradient normalisation such as Adam [[7(].

Figure ﬂ shows the initial and the final orbits of the
chaser in a frame relative to the target satellite, with the
inspection period plotted in a solid curve. We notice that
while the initial orbit is circular as designed, the final or-
bit is complex with an inherently 3D structure. It would
be non-trivial to manually design such an inspection or-
bit to optimise the cost, which demonstrates the benefit
of our methodology. We note that the inspection period is
still approximately close to the desired imaging distance—
other parts of the chaser orbit do deviate further from that
distance, since they are not directly penalised in our cost
function. If desired, this can be easily included by incorpo-
rating distance costs over the whole orbit rather than just
the inspection period.

Table E demonstrates quantitative improvements in vi-
sual image quality using the proportion of saturated pix-
els in the satellite region [13] and the inlier match ratio
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Table 2. Visual performance of the proposed optimisation
through OLITE. By optimising inspection trajectories,
OLITE significantly reduces the proportion of saturated
pixels captured in each image and increases the propor-
tion of inlier SIFT feature matches detected. Best val-
ues are in bold.

Max. Cost Initial

Max. Cost Final

t = 5626s

Satellite Approach Sat. % | MR?T
HST Conventional 26.0 0.759
OLITE (Ours) 20.5 0.861
Sentinel-6 Conventional 1.20 0.583
OLITE (Ours) 0.04 0.632
Conventional 5.76 0.614
CloudSat =5 Ours) 272 0.801

(MR) as metrics—i.e., inliers of the matched features over
the total number of the keypoints detected [[7 1] using SIFT
features [[72]. We select these metrics as proxies for image
quality and 3D reconstruction, respectively. The proposed
optimisation approach drastically reduces the proportion
of the satellite body which is saturated in the image, whilst
also boosting the number of SIFT features detected, com-
pared to the conventional football inspection approach.

In Figure E we compare the qualitative results from
OLITE at the position of maximum cost. As can be seen,
the overall specular cost in the final optimised orbit is sig-
nificantly lower than that of the initial. Given the com-
plex geometry of the satellite, it is not possible to avoid all
specularities over all times, however by optimising across
an inspection trajectory the overall impact can be signifi-
cantly reduced.

To compare how cost minimisation translates to visual
fidelity, Figure E presents the percentage saturation of pix-
els observed on the satellite body throughout the orbit un-
til eclipse. The final optimised orbit significantly reduces
the proportion of saturated pixels across the inspection
mission, validating the proposed specular cost as a viable
means to improve image quality.

4.3 Limitations

Currently, OLITE is limited to passive inspection tra-
jectories with full knowledge of the target satellite state.
We anticipate that combining variable attitude dynamics
of both the target and chaser satellites will enable non-
obvious trajectories both in terms of orbital elements and
sensor pointing. Moreover, while Mitsuba 3 [|16] allows
for the customisation of simple pinhole cameras, these
models neglect optical distortion, sensor point spread
functions, and sensor noise which may be of interest in
high-fidelity optical simulations [25]. Motion blur is also
neglected, meaning that OLITE can only simulate accu-

TAC-25-B6.3.2.x99424

Fig. 8. Qualitative comparison of maximum specular
costs observed through an orbit. By optimising orbital
parameters to observe the target satellite from different
locations and angles, we dramatically reduce specular
costs observed through an orbit.

rate fly-by imagery [|12] for short exposure times or slow
relative motion. Presently, we assume uniform reflection
contribution from all materials on the satellite; however,
different materials will have wider or narrower specular
lobes. Calculating a Phong exponent « for each material
with cost function in Equation ] would more accurately
consider the specularities encountered on-orbit.

30 F T
3 —— Initial

=== Final

~—o
~

Saturation (%)

Il Il Il Il Il Il Il
0 200 400 600 800 1000 1200 1400
Time (s)

Fig. 9. Percentage of saturated pixels on satellite body dur-
ing an inspection of Hubble. OLITE minimises our vi-
sual reflection cost function which is related to down-
stream metrics. It can substantially reduce the percent-
age of pixels which directly reflect sunlight, reducing
saturation and thereby improving image quality.
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5. Conclusions

We have presented OLITE—a fully differentiable
pipeline for optimising on-orbit inspection trajectories
from visual cost functions. We have demonstrated via
simulation that by combining a differentiable rendering
engine with a differentiable orbit propagator, we can
construct relative inspection trajectories that avoid un-
favourable visual features such as specular reflection,
thereby improving the quality of captured images.

Future work with OLITE will involve using the
pipeline as a design tool for specific on-orbit inspection
missions, where we will construct mission-specific cost
functions to achieve favourable inspection trajectories.
We will also include additional visual costs to minimise
shadowing on the spacecraft body. By considering the
quality of visual information in the optimisation of inspec-
tion trajectories, OLITE achieves non-obvious relative or-
bits and substantially improved visual observations.
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